
DOCUMENT RESUME

ED 113 369 95 004 866

AUTHOR Werts, Charles E.; Linn, Robert L.
TITLE . Study of Academic GrowthlUsing Simplexiodelsr Final

Report. /
INSTITUTION Educati4nal Testing Service, Princeton, 14'.0.,)
SPONS AGENCY National-Inst. of Education (DHEW),.Washin4irohr

D.C. a.
BUREAU NO BE-,3-0649
-PUB DATE Jun 75
GRANT NE-G-00-3-0007
NOTE 66p.

EDBSPRICE MF-$0.761)HC-$3.32 Plus Postage.
DESCRIPTORS *Academic Achievement;,Achievement' Gains; Analysis of

Covariande; College Students; Computer Programs:1'
Correlation; GoodnesS'of Fit; Grades (Scholastic);

0 *Longitudinal Studies; *Mathematical Models;
Matrices; *Measurement Techniques; Predictor
VariAbles; Sceres; Standard Error of Measurement;
.Statistical Analy4s; Testing Prokems; *Test,
Reliability; True Scores

IDENTIFIERS. Academic Growth Measurement; Quasi Marko* simplex
4 . Model; *Simplex Models; Statistical Tatitince.4

ABSTRACT ,

1

4 b

fo//

vrming a segnence covering the of
the.arplex model, four articles are presented here undqt the
following titles: PA Simplex Model for Analyging Academic Growth",
"Analyzing Ratings With Correlated .Intrajudge Measurement Errors",
"The Correlation of States With. Gain ", and "The Reliability. of
College l'ades from Longitudinal Data".The most important'finding of
this study is that a simplex model which allows, for measurement
error, fits a varieti of longitudinal academic data,quite well. Thi's
allows for attenuation correc;tions'when only one measure is available
at, each time. More importantly, the results suggest that the commonly
used split-half or parallel form prOdedureg- foriestimating .
reliability may 'typically yield overestimateA or reliability' due to
"method" variance, is e.a, nonindependent measurement, errors resulting
from the use of closely similar item types. The simpler model appeats
+less subject to this problem because both item format and content
change over time. It has been demonstrated that addurate corrections
'or 'attenuation are essential to a study of, the determinantgj-of
academic growth.' (Author/RC)

0

.,

,,-

**************4**********************t*******************************
*- DoCuments acquired by ERIC include many informal unpublished - *

*.materials not available from other sources. ERIC makes every, effort *
* to obtain' the Best copy available. Nevertheless,; items of marginal *

a * reproducibility are often encountered and this affects the duality *

* of the microfiche and hardcopy reprqductions ERIC makes available *

* via the ERIC Document Reproduction,Seivice (EDRS). EDRS,is not *

* responsible for the quality of the: original document. EeproductioAs *
* supplied by EDRS.are the best that canbe made from the original.
*****,**********4*******************************************************

;



0

FINAL REPORT

Project No. 3-0649,

Grant No. NE- 0-3-0k07.

STUDY OF ACA9Elt1IC.GROWTH USING

SIMPLEX MODELS

Charles E. Wefts and 'Rob nn

EducatiOnal..Testing Service

SCOPE OF INTEREST IIOTICE

Tho ERIC Facility has assigned
this dOcument f r pioccssing
to:

a.

In our judgement, this document
iT also of interest to the clearing-
houses noted to the right. Index-
ing should tot 19Ct them special
points of viev.

- . A

Princeton, New Jersey 08540

June l9:75

The research reported herein was performed pursuant to a grant with
the Natiqnal Institute of Education, U.S.-Department of Health,
Education, and .Welfare. Contractors. undertaking-such projedts under
Government sionsqrship are encouraged to express freely their pro-
fessional judgment in the conduct of the 'project. Points of view or
opinions stated do mit, therefore, necessarily represent official
National Institute of Education position or policy.

U S DEPARTMENT OF HEALTH.
EDUCATION tS t/ELFARE
NATIONAL INSTITUTE. OF

ECIIKATION
THIS DOCUMEN'I HAS BEEN REPRO
DUCED EXACTLY AS RECEIVED FROM
THE PERSON OR ORGANIZATION ORIGIN
ATING IT POINTS OF VIEW OR OPINIONS
STATED DO NOT NECESSARILY REPRE
SENT OFFICIAL NATIONAL INST.
EDUCATION POSITION OR POL CY

I

U.S: DEPARTMENT OF r

HEALTH, EDUCATION, AND WELFARE

National Institute of Education
9

ti

is

4
1



A. 9bjectivel

71-

Table of Contents

Page

3,

B. Tntrodugtion 4

. '

C. Methodology of a Simplex Growth Modell:
.

, . 5

.
D. ImplI .*-

Icatione

for the Study of Growth .,

U. Analyses,of.Longitudinal &r de Data
'

l

'35

, ..

F. Incorporating Nonindependent Measurehent Errors 43
z

G. Conclusion 64,
. -

22

TJ

al

of

r.)

V



4

tl

Acknowledgments

The authors are indebtdd to Dr. Karl areftdg, Uppiala University.
.

'whose ideas provided1the baksis.for our work. Dr. Hubert Blalock,

University of Washington, Dr.,:Arthur Goldberger, University of tlisconOn,

and Dr. Frederic Lord,. Educational Testing Service, also provided

Valuable consultation.

Sf

4

6



A. Objectives

0

In the research proposal for this projeclt, a variety of tasks

were outlined, including:

1. Algebraic formulation of a simplex growth model.

2. Formulation'of. this model in the format requirW
J8reskog's LISREL program..

, .

3. Testing the fit of this simplex model to a variety of
longitudinal acadeMic measures.

4.-.Spdcify.tng implications .for the study of the determinants#
of academic groWth.

. The. results for-tasks 1 and 2 are given in Section C, thosPfor

task 3 in sections C, D, and E, and those for task 4 mostly"in
1

section D. All of the original objectives were accomplished.

O
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B. Introduction

a
. 'Section D'has been submitted to Educational and Psychological

Measurhent.ae "The Correlation of Status. With Gain".

Rince project of this type ia,oflittle value: unless its
,111'

,procedures are ovailable to other researchers,- the work was

ti

organized so as to. produce publishable journal articies as soon as
)

the relevant results became available.' It is these-articles which

form the basis for this report i.e.,

1. Section-C has been accepted by Educational 'and Psychological

Measurement with the title "A SiMplexModel for Analyzing

Academic) Groctth"..
. I

/ ..
.

2. Sectio n'F has been accepted by Educational and Psychological
4 . .

* Measurement with the title "Analyzing Ratings with Correlated S

Intrajudge Measurement Errors".

4., Section E has been submitted, to Educational tired Psychological

Measurement aa".The

longitudinal Data".

It was considered desirable to submit all these articles to tie same

journal mostly.because,of the appropriateness of, its readership,.but

I

alsb because these papers form a sequence whicht:covers the various

liability of College Grades fiom

aspects of the simplex model.

4-

o
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C. Methbdology of a Simplex, Growth Model

4

I

Werts,-J8reskog$ and'Linn (1972) discusd models for studying growth which
require multiple indicators of the grOwth variable at each Measurement period.
In this paper'a simplex growth* model will be considered which needs only a
single indicator at each measurement period. Procedures for testing the
simplex. assumption a4h for .qptaining traditional growth statistics are
discussed. The simplex model appears to be particularly appropriate for -

`studies of academic ,jrdwth.(Humphreys, 1960, 1968; Lunneborg, & Lunneborg,
.1970). areskog (1970) has provided pro&edures for, the estimation and
'testing of simplex models. This paper will analyze quasi-Markov simplex
models using a more recent estimation procedure provided by J8resko and
yan Thillo (1972) which permits a less complicated and more flexible formula-
tion.

I. The Quasi Markov Simplex

P'The observed scores cyi J are assumed to be related to their-correspond-

ing true scores, (nd._ 'by the traditional equation:

3;.

i
= ni 4. e . )

a .4

whete all ei ife independent
1

of each other and of..all n. Z'''..18reskOg
.

(1970, sec. 5.6) notes that the simplex structure among the true can
be stated as -',

ni+1 Bini Ci+1

'where all c
i

are independent
,

and H
i-

is the true regression weight. As
k . ,

noted by Humphreys.'(1960), equation (2) implies that the partial correlation .

betWeen- ni and ni.r. is zero with ni4:1 controlled..The special charac-r
teristicof a growth model (Himphreys, 1960) rs that successive ni have
the same units oepeasurement and the difference -(A ) betWeen successive
ni is' by: ) :-

.

,

,-

(3),.

(2)

ni 6i

It follows from equations (2.) and that

A
i
= (B

i
- 1)n 21-

i
c
i+1

\ ,
-

0

re'` ..4.T

II. Estimation , . ,.
,t.

.
.

.

In'order to estimete the parameteri of the above Mo41,a general'
COmputef program (LISREL) for estimating a linear structural equation system
(J8rskog, ,& van Thillo, 1972) was usaf. The following description is o

provi)ded by J8reskog and van Thillo (1972,,pp. 2-4): /
. .4

. (4)

mik

0



"Consider random vectors n' = and CA' =

of trud' dependent and independent variables; respectively,*and the following
system of linear structural relations

e 1

-Bn = rc + (5)

. ,

where B(m x m) and r(m x n) are coefficient matrices and = (.
i

, )2 " "'gym)
is a random vector of residuals (errors in equations, random disturbance terms).
Without loss of generality it may be assumed that. E(n) = E(Or= 0 and.,t4,,

E(E) = 0..' Its-is furthermore assumed th6t, is.ancOrrelateCwiih and
that B is.nonsingular.

t

The. vectors n and ( are not observed but instead vectors y' =
,y

3
,...,y

p
) and = (C x2" " x

q
) are observed, such that

X = v C.+ 6

e
\

where p '= E(y) ., v = E(x) and e and 6 are vectors, of err
- - -

measurement in y and x* respectively-. -The matrices A
.y
(p x m d

.. ...

.,
,

A (q .x n). are rd'gression matrices of .y on 41 and of x on ,

- -

(6')

(7)

'respectively. It is convenient to refer to y and x as the observed
. variables and, n and, C.' as the true variables. The errors of measurement

.-. are assumed to be uncorrelated with each other and with the' true varia&esq

Let (1)(n .x n) and ip(m,. x m) be the variance - covariance matrices of
. .

and , respectively, and 0 the diagonaa matrices of error
. .7.6

"1._;ariances for :37- and x , respectively. Then it' follows, from the above

assliptions, that the variance-covariance matrix Err) + q) x (pi.- .0] of

= (y',X')I is
.

.

-1 -1 -1 -1" 2.
. A (B ru"B' + B + 0 A B-ir(DA'A

2

/
A fir' B' -1A' A ()A +5, 02

o?'

The elements oforK, are1functions of-the elements A , A , B.

T , , , -0 and 0 . :In 4plications spme gf. these elements ard
-x-

6
,

e

fixed and equal to assigned In.partioular this is so for elements

(8)

in A , A , B .and rg, but weshall alldw for fixed values in the other
. -y 1,x - . . .

matrices aBso. ;For the remain1ng nonfixed elements Rfthe six parameter
matrices one or more subsets may ,have identical but unknown values. Thus,
elements in A , A , B, I: , (I) , ip

'

, 0
, c
and 0 are of three

.xt
.

kinds: (i) fixed, parameters that have been assigned given -vIlues, 0.0scon-
strained'parameters that are unknown but equal to one or more other parameters

mand (iii) free pataeters that are unknown a d not constrained to' be equal to
any other parameter," 4.

....J.
-v,

r
8

c7



cis

Comparison of equations (1) and (2) to the'LISREL formulae indicates
that for estimation purposes A , r , 4). , and 0 are not required and may

x,

be deletyd:using a program option which` specifies no x. Comparison of

equations (2) and (6) indicates*that is; identitY matrix. Equation

'

n

y
(2) must, be' changed to -B n

i
+ =

1+1
to be in equation (5) format with

r and -E. deleted., The precise form 'of B will be shown in the example following.
N. 4

III. Exempt

For illustrative purposes data reported by Bracht and Hopkins (1972)
4

were analyzikd using the simplex model. . These-"data include standard deviations *.
end correlatidns amongthe composite achievement scores for eight tests in-

. eluding .the Metropolitan Achievement Test (MAT) at grades 1, 2 and 3; the
Iowa Tests of Basic Skilis.(ITBS) at grades 4, 5, 6 and 7; and the Iowa Tests
of EducatiOnal Development (ITED) at grade. Scores are reported in grade-
equivalent:units for the MAT and ITES batteries.

In the simplex formulation:'.

a. The observed scores at eachwgrade level ate

Y'
LY1

' Y2 5 Y3'5 Y4 5 Y5 , Y7 , Y81)

The errors of measuremegt at each grade are

Ecl
e2

5

e3
5 .e4 5

e5 ,

c6
e7

5

c% The true scores at each grade are

V.

LIT = Eni , 112
3 5 !14 5 95 ' 98 ' 97 '

98l'

d. The regression residuals a'ong true scones, (specifying n1-= y are
.oir"

5 3 5 ' 6 5 7 ' E31'

In equation <6) Ay is an 8 by 8 identity matrix.

.'1

0

O



In equatiO (5)

0

-B-
1

B =

o

sit

0 '0-

0

:0

0 0. -B
3
40 1 0 0

:0 0 0 -B
4

,r

0 0 0 0 -B
5
- 1

0 0 0 ---o 0 -B
6

0 0 0 0 0

g. The variance.covariance.matrix,

0

.

0°

0 0

1 0

, of the is a tiagonal matrix

with entries V where i = 1, 2, .- . 8,.
V.+

h. The variances of the s: ar
..

.4.-
-4

2

,,
ti-

e el , c2 3
, c4 , e5 '

, V67,, Val.0 = [V V V V V
.

CI i'ollowidg JOreskog (1970) it can be shown that V V B
1,

,Vs' )
-1k1

el' 8' ' 02 - p.
.

.:,7

i and V0 are not.identified;i.e.,uhiciue estates cannot e obtained.
'.i- .

, Ideritificationzof all parameters was achieved by arbitrarily ssigriing fiXed
.6 ,"!.

values to Vel and )bai..' 9 " -h
a,

Given these additional specifications, theie are 8,x,9 + 2 = 36:distInct

elements in E and 21 parameters to be estimated (6 Vet, 7. B. , d 8 Vii)
1 Ci- , .

. .
.' , . .

. , .

which leaves 15 degrees of freedom (overidentifying restrictiOW to test

,,

the fit of the model to the data.
. .1

. ,

O
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The ollerved. variance-Kcovarlante.Matrix (S) forT.the ieight
n ,the BraWt.. and Hopkins (1972) data is given'in. Ttile 1.

.

,

o

: Table

Y1.. Y2

'0.260

Observed,variance-covariance

257 0'.476

0.336 0.528 0.792
J.

0.371 0.551 0.782- 1.020

0.416 0.446 ,0.918 1.1271 1,440

0.437 0.661 0:942 1.158 1.406' 1,

0.465 0.705 0.995 1.213 1:490 . 1.634 1.904

1.576 . 2.168 3.20,8- 4.005 5.066 5.516 6.11'2 26.523

matrix)

a.

0

LISAEL yielded the following maximum-likelihood,parameter esiimates.
:

,

.

.0

i. I , V

Parameters i B B2 .= 1.318, )33 = 1.054, B4 1 ,1/1, B5 =

B6 = 1.055 'IS$d B =. 3 ..367.

b. TarameOkrs in sv ; Ve =- .049', .I., = . 137 ,:1.1. = : 052 i V = '.1_ 7,

V = .091. 3 4 . . 5 76c
7, .

, ''.
-.....

.
c-.

7

- r
'

Parametes in - 02
2

: V = (.276) ; ( .222)2 0, V = (.24 ,

k .E , E2 - c3 ,e.4

.V
c5

= (.260)2, V
t6

'= (.193)2, 1.1 = (.298)2
/ . , .

& ;
Parameters- not listecj are not identified . The program also estimates the

.

variaRce-covariance matrix among the true variables .(n_;)'.,
A

a.
°

A

a

Q.

0



A crucial part of the output is the estimated value.of,E and the cor7
responding discrepancies from the observed variance-covariance matrix, S.. It
these'are so- large -as to indicate.an,incorrectmodel, then the above parmeter'
estimates would hay,A little meaning. The restduals of'S - 2 are given in Tabl,e
2. Because of the difficulty in comparing residuals between variables with
different variances, Tab1e-2 gives discrepancies after g and E.have(been stand-
ardized to correlation matrices. Considering 'the fairlylarge number of over
identifying 'restrictions 15) and the fact",that .S is a" pissing data matrix
with sample sizes manging froin 300'tb 1240, these results indidate a reasonably
good fit of the" model to the data. The goodness of 'fit test assuming a sample
size Of 300, yielded a chi.7squaKe of 26.3 with 15 'degrees of fteedom. The.

probability.of getting a chi-squarLd Value larger than that actually obtained, .

given thatthe ilypothesized model is true is P = -.035.. Because of the
relatiVely, Large samples this statistic is Of minimal interest because quite

,- small discrepancies Will be statistically significant.

Residlals S. Xg'Statidardized

0.000

70.000 0.000

-0.. 006 0,00 moo
0.02T1 -0._007 +"-- -0.001 -0.000

-0%003, 1. 0.005 0.001

0.013, 41.00i
:

0.018. 0.002

' 0.04

0'

0.000

0.001 0.00], -0.001 0.000.

0.003 -0.005

-0.b6 -0.628 -0.019

0.004 70.000 -0.000

0.002 -0.000

y.



..

7 'To facilitate interp etS'tion of parameter estiniates..a prograin option
was used which standardize all parameter estimates and proyides the correfation
among th'e'true variables. These rcistilts axe shown in Figure 1. INTerts, 313eskog,,
& Linn:, (1971) have shown that the correlation between yi and n2 and between
yeand n7 are identified estimated at .797 and .881 respectively) . The e

estimated reliability -of, eacl observediariable . a the square of the correlation
with tlie, corresponding rue score e.g. the reliab ity of y2 is (.916)/ .--r- ;.839..tThe correlation betiee any .two nonadjacent true -variables: is eqtial to the ..,product of the intervening B s.'he standardizeaR.. (B*0 are equal to the

1 1 3.,. i r
unattenuated correlations (i.e. corrected for unreliability) between the
corresporidingvariables in the model. The average reliability for yi through*
y7 is'estimatai as .93 which ,cetnpareS wgth .98 reported by Brd.Cht & Hopkins
119.72). Our lower estimate' }night arrse. (a) becaVe of snonindepehdent ,

errors of Ineasurement for the various ,§ubtests in each composite,. resulting ,....
in Overestimates of reliability by the procedure employed by illrache Hopkins - -
and/or (b) because estimates derived from structural models involving. ..
'theoretical p' roposi dolts ,can.,be expected to reflect both relisability and
validity. type measuremert errors, and/or (c) because the model does not fit

. 4perfectly. .. ,..
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IV. .Gg0t4TH Statistics
1.

, .

A grofth model requires variables ter have the same units of measuremekt

over time. Ibis'is necb,ssaryA. order for the difference betlireen final and
initial status ta'.be meaningful, i.4. subtraction only,makes sense whbn the

; units' are the same. In t.he example analyzed in section III the scores for
the MAT and ITBS-batteries wbre reported in grade - equivalent unitsf Whether

the 'units are in fact equil*alentayer * is unknOwn,liowever for Illusera-

tivepurpos4ss they will be'sb treated. i; .
ie

,
,,... .

n .The varialice-covariance matrix for'theitrue actor0.(11.) is the basic
.

datUM for.computatiori'of growth statisics.'`alerts, arbiskog, 4 Linn (1972)
have shown that: a.- the variance of.tile.gain

,,
scbres

'

-V
A

maybe estimated
- -

A
N . i

from V
A

V
n'i

+ V
n
1+1

i i+1
.- 2 C (n n ).

b.

C.

where C(n n
1+1

) is the covariance between n
i
and n

1+1

the true correlation of status withgain,

p(n. d.) is giyen by: A ,
1 i

P (n Ai) = 0 -11) 1 Vn .,.-

i i
(10), and

the reliability of gain scores, p is given by:

V
A

i

.

P, 6 7
.. (Li).

i. V
A
i

+ V + V
, e

i
. cii.1-

,

The estimated,yariande7covariance matrix among the true variables.is

given in.tables3 Lccept for the unidentified variances of nl and rig.

For this reason no growth statistics involving n1 and ni can be 'omputed.

Comparison,Of tables 1 and 3 will show thnt.the covariances between the
true'variables approximate those between the corresponding observed variables.

If the model is correct any disctepancies imuld be ascribed to sampling

errors since according to equation (1) the observed and true covariances

should be identical.
o

I'

0
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Table 3. variance. - covariance Matrix tmong True Variables .

0.257

'0.338

rI2.
4

0.400

0.527

ran 555

0.418, 0.650'

'6.428c-- 0.667

0.452) 0:703

1.521 2.368

I.

*Not identified

e

0.74,3 .

0.583: Q.962

0.917 1.127 1: 372

0.940 . 1.156, 1.407

0.992 1.219 .1.484

3.339. 4.104 4.997

550

1.635

, 5.505

The results in Table 3 were used in equations (9), (10) and (11) to compute'.
the growth statistics presented in Table 4. The average true correAtion of
status withitgain is estimated to be .39 (Fisher's Z transformatio'n used for

averagingThe average reliability of gain.Score.2 is estimated to be .46;i:e:
'.the otter of magnitude of the true change variance/approximates that of the
associated errors' of measurement (02). Table 3 could be lased with equations

(9), (10), and (11) to.compute change statistics between any two true" ariables

e.g. the n7 n2 period yields a change variance: of .809, a correlat h

status with gain of. t533 and a gain reliability of .831. The meani.gfuln&t
of these statistics is dependent on the correctness of the assumption of

equivalene units ofmeasurpent over time.
6.

16 ,
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a

41,

Table 4. Estimated Growth Statistics
a

. Change Change
VAridnce

.089

one} r n3 .139

11 -111+
.081

6 115 .108

,t,nr

117.

°I3 - 1
Correlation'

- Gain
tort-elation'

ReliabilltY
4

c:rf Gain

. 31

'.054

. 171

. 026.

. 055

;..4 4 .4. 't=

.674

.125

.589

.091.

7

,4.565

A

.507

ti I

O

0
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tg

0=0

V. A Structural Model for Growth .

es

The above estimation model used 'only' the simplex equations (it) and (2).
For estimation purposes equations (3) and (4) could have been used directly to
define the model. -It followg from equation. (3) that i

,0. . n.
1+1

= Eni + A
1

in 1,shichf 4 .
1p

c case the vector of true variables becomes: "

n (111) 61) 62) 63) 64) 6.6) 66) 67) and. -

.Y )

1 0

, and remain the same

(n1.4 'E 6 )i
4ndequalioti (4):

0

as befOrg. Eq ation (1) bedomes:

(12) 41)

e

i
(B - 1) (n. + ) +

Si+
(13)

1,

TranstatiAg
2
these equations into equations (51 and (6):,

12
and.; rpmain the . It follows front equation (12).

in' the example: 4f.

0 0 o -IQ 0 0 0

1 o 0 0 0

1 1 13 0. 0 0

J. 1 1 0 0 0 0.

1 1 1 1 0 0 0

1 1 1 1 1 0 0

1 1'1 1 1 o.

1 1 1 1 1 1 1

Translating equation (1.3) and defining

0 0 0 0- 0 0 0

b 1 0 0 0 .0 0

b
2

b
2

-1 0 0 0 0 0

b
3

b
3

b
3

1 0 0 0 0

g.
b
4

b
4

b 1 0 0 0

b b b
5

b 1.

5 5
b
6

b
6

b
6 6

h- b b
6

1 0

b7 b7 b7 b7 b7 b7 1

b. = (B - 1)
1

st

.4

a.

P.
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I

0

.

This model. is simply a linear transformation of the previous model,.has the'.
'pame'number of parameteyato be estimated (V & V

b
'arbitrarily fixed), and

el

the model should (and did) fit the data to the same 'degree as in the prOlo us,..
analysis.." It should be, noted however that this formulation rf.iquired use ,,.

..(in B
A
) of the LISREL option permitting.parameters(to he. specified as' equal.

v, .0
,

.

The iyariance-covariance matrix of the 'rue variables (C). in the growth...,
formulation yields-the estimqtedtrue change variance. -directly:

(V )
A.

: .m
°.It-is reasonable to use this formulation in conjunction with the previous

,

formulation to obtain the changd statistics. Also oT'Supplemental interest.
is 110Ustand4rdiied-o which gives the correlation among the change factors
as shown in Ablp 5 1 nnd A7 are not identified). ,It can be seen that most
of thecorrelationa are ]ow positive. Diffekaaces between these. dorFelationa
are difficult to interpret fluctuqtion in the'assoeiated thange

t0variances. / .

0 -

a

'A3

Table 5. Correlations Among True Change Scdres

!'t.
o

0

1.000

:104 1.000.

.460 .290 1.000 ,-

A5 .069 .044 .067 1.000

A3 A4
as

^6 .162 , .102 .156 .077 1.000

I

1.9

4

(10



VI. Estimating True Growth

_

L18-
/""

9

A

Werts, J8reskog and Linn (1972) give atprocedure for estimating true
growth scores from all observed measures\ in wstructnral model. Tlie:ba'sic

probleM is to obtai variance-covariance matrix for th6, observed variable's
and the true_ehange o be prpdiete&e.g. take A4 n5 ,n4 as the variable
to be predicted. t follow4 from egmatiions (1), (2),, (3) and (4) that the
covariance Wtween the'y an& are given by:

C(Yi A4) ' [B4 - 1] B3 B2 c(nin2)

0

C(y2 A4) = [B4 - I] ,B3 V112

C(y3 A4) = 1,134 - 11 B3 fr13.3

. -

,(3(Y4 = .1114' 7 11 vn4,_

c(y5:Aj) ...-- [B4 -,./1] ovq4 +
A4

C(Y6:A4) = B5 C(y5 ?4)

(y7 44)1--, B6 C(Y6 AO

C6ra.fr4 N437C(Yi

For the purpose
variances and c.

observed matrix
of these values
matrix is. given
LISIEL was then

2

of estimating.A4 It is,appropriate ,to use talhe.estimated
ovariances among the y,--as obtained from " IJather than the

. .1
because " is-presumed- to be the best popW.:9,,tion.estimate

when the
E
model is-accepted. The resulting"Variance7covariance

table 64,n ;.standardized form to.facliittit6 inteiPretation.
set up for;the regression of A4 on the y, Theyi. predicted

;63%of the variance in A4. "This-is-not much larger ehan the. 59% of the

E

. g

r.



Table 6. Correrations Ainong. yi arid -Ali

"
Aff

YA

Y2

Y3

Y4

Y5

Y6

sy7

Y8

A4
41\

_1

1.0_00

.42/
,

'''.84,

.52:9

.572
1

,4719.

.702

.677
,

:. 61p,

\
Yl,

'6 '''' .

1.000?

.731 1.000

.1747 .858
6) i

.693 .797 ..

4'683 'r, .78.5

.666 j67

.642 .7i8

.57e .666

Y3,

... .'

1;000
'61

.1371

.859

,.&38,.

.8013'.'s

.729

-o
374°.

.
°

11.000
a

6976

.908

.875

.789

f 375

.

.

..,

1.000

.630

..896

.809

473re

.

.
-

1.000

.940

.848

1.000

.860

.
.

.1

.1
:0!1 ri

0"

Y8

1.000
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variance
-

ariance predictable.from y
4-

and y5 alone because the breliabllities of
,.0 .

y4. and y. are quite high. Note pat the All. reliability of ,39'is noty5

directly comparable to these figntes betausereliability. corresponds tothe
;proportion of observed variance Predictable from the true scorewhereas our
.proCedtre is the reverse.

4.c

e

o

VIII Discussion

In order 0 miderstand the value Of the Mark,ov simplexmodel for
studies of growth it -is'Useful to deiail.the rationale behind the
estimationN the reliabilities of each time. }.nor, example consider the

reliability for\y5 i.e- the squared correlation of y, and n5.

Given,onq measure prior to the fifth grad (m =1,2,3,4)and,one measure
subsequent t:O the fiftkgtade (n = 5,7,8) then in the simplv. model /the
reliability of y5 is'

J.. . 0

,

.0

2
p (ym Y5) P (Y5 yd

. -P (Y5 45) = ,

p (
. ,

yin yn).
.

.

,

.c .

When the model fits the data the implication is that except .for sampling
variations the estimates of p(y5 n5) derived from the various combinations
of y

m
and y

D
will be equal. The greate the number of consistentestimates

.-...

-(m x n = 12), the re generalizable the results are likely to be. This
method contr4asts with h the split half:or parallel form methods of obtaining
test reliabilities-which provide a single estimate which cannot 'be iejectod
because of inconsistency'with the data (i.e. it is "just" identified). The
split half or parallel form procedures involve almost identical item formats
which could well lead to overestimation of reliability because of the'presence
of "method" variance. Thg simplex model approach is less subject to method
variance because over ,time both iLem format and'content chafte. This is ,

probably the main reason that in the example the reliabilities from the
simplex model were less than that reported-in the data source.

22
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\

dy2,f Growth

c.

Thorndike (1966)'notes that in orderqto accurately esti ate the

. correlation betweep. initial intellectual status and subsequen intel-.
o

lectual growttFitis neces,sary,lo have measures expressed in .4ning-
.

fully equal units which at all ages refer to idelt.tically the nib

attribute of the individual and to eider haveetror7.=free measures
4%

or alcurate reliabilities. "Because error-free.measures are no
,

. .

/

available corrections are typically made uSingaiailable reliability

coefficieats

corrections for attenuation
. ,ti

first, it.is'often hard to obtain the particular kind of reliability

'coefficientsthat are required for making the appropriate Correction.,"

,

Lord k1963)

.- .pothes

-bas edited, the need to make

scrierilbx of a dilemma, since

and the correction"... may be seriously affected by sampling errors".

Because of the fragility of gain scores/it is particularly important

\

to have an accurate reliability estimate. As pointed out by Campbell

and Fiske (1959), procedures based on similar measurement methods

(e.g., the usual internal consistency or parallel.form reliabilities)

will be biased because of method variance correlated measure-:

ment error). In this paper unreliability estimates will be generated-

using arprocedure less subject to method variance whiclk is based on

the simplex model (Humphreys, 1960).

er)
0.19t

k

K",



if

3-

Method.'
O

The analytical procedures used imfthis paper are detailed in
,

Wefts Linn, anSJ8realing (in press) .
,

A geWerai, computer program : for:

estimating linear atubtiaralequatioitssysXem involving multiple -

.4

indidatots of unmeasured variables. Called:LISREL (J8Teskog and

van Thillok 1972)-Was.lised for all cdMptItations:

The baSicmael.usei in the.analyseg,is :called a qua01.L4Iaftole

impjax" by OfeeleOg:(19.70 Each:oheekye'd,feat score (Xi) isl:assumed

to oofisist'of a true component (Ti) &11.4 on independent error Cy

Xi T
i
+ E

i
(1)

'-

All of the E are asstimed'independent and successive. T
i

are related.
a,

by the linear4pgression'equation:

=T +d
iia i

(2)

where the,,d
i

residuals are independent.' The reliability

an obseived X
i

is equal to (n<11,(m>1)4

Rii = (R
in

R
im

) 24 ;t1m (3)..

where Rin is the correlation of Xi and a prior measure X R
im

the correlation of Xi and a later measure Xm1 elm R
nm

is the correlation

.of X :11 and X
m

If there is more than one observed score prior to si-t

following X . then there will be more than one possible estimate of

If the simplex-model fits the data, then' all possible t%timates,,

,of°Rii will be equal within the s of sampling error. It follows

from eq16tion (3) that reliabilities cannot be estimated for either

the first ot'the last measures. When sudcessive measures are on the

25,



a

same scale,'then changes. in Successive true scares (A- ). Over time,

are defined by '.Ai = Ti.4.1:-.Ti For'analyticalPurposeestimates
o

of the variances (VTi) of the Ti
.the.trUe'regression weights 0i 1-)

. -
'

the reliabilifies (R1' -4
) the true changevariances -(V

Ai
), and the

.-'1-4 ,
I mi

true cdrrelatIon 'of status th-gin
TiAi

) will bemoSt relevant

Data
s-

The data for this study were colledted,in a ten-yeai longitudinal

.-:study of academic growth at Ethicationgl TesangiSerVice (Hilton,1 Beaton;

and B6Wer 1971).

The School an4Colleg0Ability Test (SCAT) and Sequential Test

of Educational Prog*gs.CSTEPYWere given in the fifth, seventh,, ninth,

and eleventh grades. SCAT was designed to measure bhsic verbal and

4Usntitative abilities and provides:Verbal, Quantitative and Total

scores.'. STEP. was designed to Measure skills and prbblem- solving

abilities which are generally considered major goals of educations 44

,wields six subtest scores: Mathematics, Science, Sodial Studies-,

Reading, .Listening and Wtitng. The analysis was done on the ,2,483

.3

students for whom SCAT and STEP'scores'were available for all 'four

grades. The varianc&-covsriance matrices for these tett scores i

given in. Table 1 in which the first four columns give the variances
ir

for the four occasions and the next six columns titre covariances,

between these occasions.

26



K
.

T
E
S
T

S
T
E
P
:

.

M
a
t
h

1
0
9
.
9
9
2

1
7
9
.
4
3
1

-
1
8
4
.
5
2
0

2
5
1
.
1
7
2

9
9
.
7
5
8

1
0
0
.
5
0
8

1
0
5
.
5
6
2

1
3
6
.
4
8

1
4
2
.
4
4
8

1
5
4
.
8
9
5

-

S
c
i
e
n
c
e

1
5
0
.
5
8
7

1
2
1
.
8
9
5

1
8
5
.
2
7
0

1
6
0
.
5
0
1

9
7
.
7
2
4

1
1
6
.
2
7
0

9
8
.
4
7
2

1
1
0
.
8
9
0

9
0
.
2
3
2

1
2
1
.
4
3
3

S
o
c
i
a
l
 
S
.

J
3
6
.
4
4
4

1
7
2
:
8
6
7
-
 
2
2
2
.
6
4
8

2
1
6
.
6
8
1

1
1
7
.
7
7
C

1
2
6
.
6
7
3

1
1
7
.
5
8
4

1
5
4
.
6
5
3
'

1
4
6
.
6
4
4

1
6
8
.
8
1
9

R
e
a
d
i
n
g

2
5
2
.
1
4
3

2
9
9
.
9
5
8

2
5
6
.
2
9
1
2
9
8
.
1
9
4
 
'
2
1
0
.
9
9
0
.

1
8
3
.
1
0
6

1
9
5
.
1
5
1

2
1
6
.
6
0
1

2
2
2
.
6
9
1

2
1
2
.
4
2
4

o

L
i
s
t
e
n
i
n
g

1
5
0
.
4
3
8

1
9
5
.
4
2
9

2
1
4
.
3
7
4

2
1
6
.
6
5
2

1
3
2
-
9
7
0

1
3
0
.
9
1
6

1
2
0
.
1
4
5

1
6
1
.
5
5
6
-

1
4
6
.
7
7
4

1
5
6
:
8
7
0

W
r
i
t
i
n
g

-
1
9
8
,
5
0
0
 
.

2
6
1
.
4
8
8

3
1
3
.
2
6
5

3
2
0
.
8
0
4

1
7
3
.
1
2
6

1
8
0
.
0
9
2

1
7
5
.
0
5
4
-
 
2
2
2
.
8
4
2

2
1
3
.
6
3
2

2
3
9
.
0
2
7

S
C
A
T
: V
e
r
b
a
1
-

1
3
5
.
3
2
0

1
5
7
.
2
4
2

1
8
3
.
9
2
0

2
0
8
.
3
6
3

1
2
4
.
7
1
8

1
2
7
.
7
0
6

1
3
2
5
5
3

1
4
9
.
2
9
4

1
5
3
.
4
7
6

1
7
1
.
7
9
9

'
1 V
I

P
l
i
a
n
t
.

7
3
.
0
0
0

1
6
4
.
8
5
8

2
6
5
.
3
2
8

.
3
1
0
.
6
0
9

8
0
.
1
6
0

9
6
.
2
2
4

1
0
0
.
5
1
2

1
5
7
.
1
3
0

1
6
5
.
1
2
2

2
3
1
.
3
5
6

,
.

1

T
o
t
a
l

5
8
.
7
2
2

1
0
4
.
0
4
4

1
5
7
.
4
1
7

1
9
9
.
1
2
8

6
6
.
5
2
0

7
8
.
2
5
9

-
8
5
.
1
0
4

1
1
2
.
7
5
1

1
2
2
.
6
3
8

1
5
9
.
1
1
2

v
i

:V
3

V
4

-
C 1
2

C
1
3

C
1
4

c
2
3

C 2
4

O

O

T
a
b
l
e
 
1
.

O
b
s
e
r
v
e
d
 
V
a
r
i
a
n
c
e
-
C
o
v
a
r
i
a
n
c
e
 
M
a
t
r
i
c
e
s

e.

0



-2 -
8

Testin the Si lex Fit For Each Test .

The most crucial p t'of the analysis concerns the fit of the

simplex model to th a. If Ow model is inconsistent with the data,

then paiameters estimates are meaningless. J8reskog's LISREL program

. provides. a large sample chi- square statistic for testing theNfit of

the model to the data. In essence, this chi-square is a measnre of

how close the "reproduced" matrix is to the observed varianced-

covariance matrix. The "reproduced" matrix is the matrix generated

by the estimated maximum likelihood parameter estimates. -When sample

4
case, quite small-differences between

matrices wilt be statistically significant.

Sizes are large, as in this

the observed and ,reproduced

To help judge the meaningfulness of these differences,both matrices,

were converted to correlations and the root meansquare of, the

differences between the observed and reproduced correlation matrices

was calculated.

In Table 2, the chi-square is given for each of the tests.

The Science and Reading subtests show a statistically significant

lack of fit as seen from the significance levels given in the second

column. Howevdigr the root mean square difference-between the corre-'

sponding ..observed and reproduced correlation matrices is only ...005

and .004 respectively. Such small differences are clearly not

meariingful. We conclude that the simplex model provides an excellent

fit to the observed data for the four occasions.

28



TEST BASIC X2 BASIC P

STEP:

Math. 0.17 .683

Science 5.39* .020

Social S. 3,09 .079

Reading, 8.06* .005

Liotehing 0.53 .468

Writing 1.06 .303

SCAT: '0

Verbal 2.18 .140

Quant. 0.24 .623

Total 0.00 .973

Table 2. Chi - square Goodnes

RMS Residuals

.001

4 .005

, .003

.004

.001

.002

.003.

0 .00f

.000

;13.t Tests

*Significant at the .02 level or better wren the x2 is tested with

one degree Of freedom.
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7,

Estimated Growth. Statistics

"01

Using formulae from Warts, Linn, and J8reskog (in press) various

growth statistics were estimated. Since the relviabilities forthe,

fifth and eleventh grades are not determined by the model, it f011ows
to

that VVBRRVV
Tl, T4, 1, 11, 44, Al, PT1A1, PT3A3

cannot

be estimated.

Parameter estimates for each test are giyen in Table 3. it'can
0

be seen that the true variance increases from the seventh to ninth

,gpaes (i.e., VT2 to VT3) for all tests except Re sing. In inter-
-

preting the seventh to ninth (B2) ,and ninth to eleventh (B )grade
6 4 0 3.

true regression weights, itNshourd be noted that a,weightOf 1.0

means a zero correlation of true status with true gain, a weight

greater than 1,.0 means a positive correlation, and a weight less than

1.0 meand\a negative correlation. B2 and B
3
were tpted to see if ,

they were significantly different from 1.0 (alerts, Linn & J8reskog

in press). These results (Table 3) indicate that B2 is less than

a

1.0 only. f Reading and B3 is less than 1.0 for Science, Social
o

Studies, Listening and Writing. The significance test for B2 = 1.0 .

is e significance level for oT2A2 in the last column of Table 3.

The true change variance from seventh to ninth grades VA2 can be

compared to the/sum of the error variances for the tests at thes

times (laaled V
AE

in 'Table 3).

30
O
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t

The reliability of these gain scores would be VA2cr VA2 + VIE; It

can be observed that the true variance is quite mall compared to

the error variance for the STEP subtests but is much ,more corker-

able for the SCAT subtests. This is a function. of reliabilities

sad merely points out that obtaining accurate change statistics is

possible only with highly reliable tests."

a
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. .

Methodological Considerations

0
As noted above the true change variance is typically small

compared to the obgerved variances or the estimated error variances.

This means that accurate corrections for attenuation are essential

since a small or moderate error iq estimating unreliability will
< . \

Al

normally restdt in a reiativdly large error in estimating true

change variance. .The 'Usual procedures for estimating relia 'ity

4.`

Involve split half or parallel.form methods-which invollg almost

'identical- item formats which could well lead to overestimation of
-

-

'reliability because some of the item covariance is due to :,'method"

variance (Campbell and Fiske,1969): The simplex model approach,

is less subject to Method variance becanse over time both item.
(

a

format and content change. This is probably the 'main reason that

reliabilities from the simpldx model are usually less 'than those

reported by the test, makers. It is not unlikely that many studies

of the determinants of academic growth (or change) failed6 find

correlates of change because of inadequate corrections for unre-

liabikity:

The first crucial step in any study of "school effects is to

measure the changes or growth in cognitive skills during the period 1 -

1

of interest. In .other words it is necessary to know precisely' a

personts skills at the st4t and at 'the end in order to specify

what was learned during the period. Thornlike (19661 pointed- out

that thisrequires having the initial and final measures in:

ti

k.
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CP

meaningfully equal units which refer to identically the same

attribute of the individual. The logi.Oof this requirement is

simply that if the final score is 7 pears and the ini tial score

is 4 apples we can neither specify the number of pears nor the
P

FOS

number of apples gained during the period. For example, if the
0

final tfst measures reasoning ability and the initial test rote

memory it will be impossible to know how much either ability,haar

progiessed in the interim. If the final score is 7 large apples

and the initial score,'3 small apples, "the 4hange is at least '

large apples.. However, if the final score units'wete small apples-

and the initial score units large apples, .the gain A difficult to
0 .

specify. Thus, even if accurate correctioris for attenuation are

.

possible, growth may eas4y.obscured by problems of scaling the

units of measurement over, time.

The results in Table 3 should make it clear that the obsetVed

correlations can have,a simplex- pattern whe the true correlatiOnof

status with gain is positive, zero, or negative. Assuming independent

errors, if the true gain is'uncqirrelated with true initial status;

then the observed correlations will haVe a simplex pattern. It

does not follow, however, that if a simplex correlational pattern

.is ?served that the correlation of stabis with gain is zero as has
0

. .-

been suggested by Humphreys (1960), Andersen, <1939), and Bloom (1964).

Furthermore, th results in Table 3 suggest that there may not be
---,

a single true correlation between intellectual Status- and intellectual

r

a4
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growth. The status gain correlationof +:09 for SCAT Verbal and

+.3T for SCAT quantitative based on quite reliable-tests, suggest

that learning quantitative intellectual skills may be more dependent

on prior learning than ver al skills.

vi

0

sl

O
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4!



-34- 0

r
4

'Anderson, J.E. The limitation of infant and pre-school tests in the
measurement of intelligence. Journal of Psychology, 1939, 8,
351-379.

Bloom, B.S. Stability and change in human characteristics. 04.

New York: Wiley, 1964.

Campbell, D.T., Fiske, D.W. Convergent and discriminant validation
by the multitrait-multimethod matrix. Psychological Bulletin,

56,.81-105.

ailton, T.L., Beaton, A.E., and Bower, C.P. Stability and instability
in academic grOwth - a compilation of longitudinal data.
Final Report,.United States Office of Education, Research
No. 0-0140, August', 1971. f (ERIC number EDO 72075).

° 411

Htimphreys, L.G. Investigations Of the simplex. Psychometrica,
1960, 25, 313-323

dgreskog, K.G. Estimation, and testing-of simplex models. The
British Journal: of Mathematical and Statistical Psychology,
1970,23, 121-145.

J8reskog, K.G. and van Thillo, M. LISREL° A general computer
program for estimatinga linear structural equation system
involving multiple indicators of unmeasured yariables.
RB-72-56. Princeton, N.J..: Educational Testing Service,

0 0

' 1972.

Lords F.M. Elementarymodels for measuring change. In C.W. Harris
(Ed.), Problems in measuring change. Madis'on, Wisc.:
University of Wisconsin Press, 1963. Pp 21-38

4,4c.

Thornlike, R.L. Intellectual statussand intellectual growth.
Journal of Educational Psychology, 1966, 57, 121-127. -

Werts, C.E., Linn, R.L., and J8reskog, K.G. A simplex modefcir
analyzing academic growth. Educational and Psychological
Measurement, in press.

O

o

;16

a



-35-

E. Analyses of Longitudinal Grade Data

EuMphreys (1968), notes that the correlations among eight 'Semeattrs-of

undergraduate grade-point averages have a simplex form. By this he means

.
that the farther apart the averages are in time the lower will be the cor-

relation between them..` Furthermore, Humphreys (1960) notes:.. "If 'one is

sufficiently confident hat the variables do form a simplex, 4 reliability

estimate can be obtained from the inter6orrelations of,the variables." in,

this paper a procedure developed by JUreskog -(1970a) will he used to test-
1

whether Humphreys' (1968) college grade data form a simplex and to obtain.

estimates'pf reliabilities and unattenuated correlationg becween grades..

1

I. The Model

. The model used by Humphreys is called a "quasi-Markov simplex" by

. .

JUreskog- (1970a). In this mpdql each observed grade score (X.) is tom-
1

°

posed of a true cdmponent (Ti) and an independent error (E.). of

measurement: a

(1)

Mokthee1 areassumedindepm
1

independent and related by

the linear regression equation:
a

T
1+1

= BiT1 4- di (2)-

.where the d P residuals 'are assumed independent of each other.

In thig model the relfability (rii) of an observed X. is equal to

(n<i, m>i):.

rin rim
rii =

nm

4

9 .

(3)
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0

where r
in,

is the correlation of.
.

X
i

and X
n

rimr is the correlation of XiX'
, ,

and X and r is the correlation of X and X
m.

If there is more than
. n

' one observed score prior 'to or following X then there will be more than

one posSible estimate of rii, If the simplex model fits the data then

all the possible estimates of
rii

will be equal with16.,the.limits of

sampling error. It follows from equation (3) that reliabilities cannot

be estimated for either the first or the last observed measures.

Mreskog's(1970a)procedures for the estimation and testing of simplex

models was used. This method provides a chi square goodness of fit test

and also shows how well the estimated parameters repreduCe the observed.

correlation matrix. The details of this analytical procedure are

beyond the scope of thks papet;

Analytic

The correlation matrix;-whown in Table 1-was obtained from Humphreys

(1968, Table 2). The variables include eight semesters of grade point

averages, high school rank, and composite score on the American College

Testing program tests f r apprOximately 1,600.students at the University of

Illinois.

Simplex Model for Eight Semesters Grade-Point Averages .

, *

The initial anlaysis was deSigned to test.the'fit of the simplex model .

to the correlations among the eight semesters grades. The goodness of fit

test yielded a chi square' of 23.91 with'15 deees Of freedom. The probabil-
p-

ity of getting a chi

I

quared value larger than that actually obtained,

41
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Table 1

Correlations among Obseriad- Variables

X
3

,X4 X
5

1.000 .

.393 1.000
D

.387_ .375 1.000

.341 .298 .556 1.000

.278 ..237 .456 .490. 1.000

.270 .255 % .439 .445% .562 1.000

-.240 .238 .415 .418' .496 .512. 1.000

.256 ..252. .399 .383 .456 .469 .551.

.240 .219 .387 .364 .445 .442 .500

.222 .173 .342 .339 .354 .41.6 .453

g)

1.000

.544 1.000

.482 .541. 1.000

.slote X0 is high school rank, X; ACT composite score, and

through X8, "are eight semesters grade -point averages.X1

39
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Othat the hypothesized model is true is' P = 0.07 . Especially con-

sidering the large sample size, these results are consistent with the

hypothesis thatthe simplex model provides a iood fit _the data. If'the

.simplex model is rejected, estimates of model barameters would not be

relevant. The estimated, parame-ers shown in Figure 1, include

correlationsbetweenX.and T.
1

and Tihe cdrrelations among the Tr .1
°

Reliabilities are equal ta the square of the correlation. between-the cor-

responding Xi. and Ti ; e.g.,
22 (.754)2.=

569 . Although not shown,

the correlation of X with T2 is .737 arid of g8 with T7 'Li .694.1
The Maximum likelpood estimates given in Figure 1 could be used to gener-

.

ate the correlations among the observed variables; e.g., r23 = (.754)t.838)(.758)=

479. The estimated correlations generated in this manner differ from the

observed correlations only because of -sampling erArs, if the iliojel is

correct.. The estimated correlations are therefore estimated population

values given' the simplex model.° ia*Table 2 the discrepancies between
. .

the observed, and the estimated correlations are shown. The small size

of these discreparicies is consistent with the chi square stativtic'in
o

suggesting a good fit of the moda to the data. Unlike the chi square,

however, the discrepancies do riot incr .use as a fUnction of the sample

size.

40
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4

2
X. X

4
X
5

x X7.,

l8A. A -

1.754 .758 1.750 .764 .762' OW
T2

.838 :969 .892 .935 .914
7

Figure 1. Simplex parameter estimates
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Table 2

iscrepancies between ObserVed and Estimated

.Correlations among Observed.1.7ariables

xi X
4

X
5)

-*

X
6

-.000

-.002 X04

-.011 .008 .002

-.009 -.018 .008 .008

.012 .002 -.002 -.002 -.002

.023 -.006 -.010 -.011 .007 -.001

.037 .003 .012 ...004 -.005 .005

.025 .012 -.038 .012 :-.005 .006

N. I

42

X7
X
8

-.010

.007 -.0004P'
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B. Assumption of Equal Reliabilities

The data led Humphreys to believe that the reliabilities across

semesters were .equal areakog's (1970a) procedures allow this hypothesis

to be tested betause modbl parameters may be constrained to be equal.

Because of special featla of areskog's simplex analysis the reliabilities

could not be directly constrained, howevei: the same effect was obtained by

setting the error variances equal. As a result of these constraints the chi

square increased to 26.08 with 20 d grees of freedom. The increase in chi

square of 2.17 (i.e.:, 26.08-23.91) with 5 degrees of freedom <i.e., .20-15)

is an appropriate test of then equal reliabilities hypothesis. Since the

prdbability of obtaining a larger chi square is ap7oximately .80 this

hypothesis x.as not rejected. These resulttl therefore. support Humphreys'
o

conclusion that the reliabilities are equal. The .estimaAd reliability is

.579 which cOrrespOnds to a correlation of .761 between X. arid Ti in

Figure 1. Reading from left to right in Figure 1, the new true correlations,
0

assuming equal reliability, are .836, .965, .891, .936, and .922. These

differ very little from those in Figure 1. If it is assumed that X1 and

X7 have a reliability of .579 then the correlations of T
1

and T
2

would

be .966 and that of T7 and T
8

.914.

J

"43
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C. jf,otic.11.ing:

The computer program used got this analysis may be used for a wide

variety of other structural models (areskog, 1970b), some of which might

include the simplex as a comppn6ut part. To illustrate this, a model will.

be hypothesized which includes high school railk, (X0) and the ACT compvite
0 0

score (X') .. It seems roasonabfe to suppose that both these variables are

4
measures of high school achievement, i.e.,

X
0 0 0

and

XI T
0

el
0 . 0

If high schools achievement also is part of a simplex pattern then can
4

be included in equation (2). Ac before', all errors (incftding C.

0 0
and ET)

are assumed independent. Building on_prior results it will be assumed that

the college grades have equal reliabflities. A special icature of this mvdel

is that the reliability of X
1

can be estimated from equation (3) using

either X0 or X' as a prior variable. The analysis of this model yielded
"

a chi square of 45.22 with 34 degrees of fre dom. Since the probabili.ty of

a larger chi square is .095, these results uggest that the' 'hypothenized

model is consistent with die data. The discrepancies between observed and

estimated correlations are on.theiOrder of those given in Table 2. The

estimated parameters are given in Figure.2. The reliability of.college

grade-...point averages is estimated As .584 which does not meaningfully differ

from Previous results. Comparable' correlations among true scores also

differ little-from Figure 1. The estimated reliability of hig school rank

is .424 and thatof the ACT composite'..365. The ACT composite reliahilitY

is substantially lower than would be expected if parallel forM or internal

colGistency,estimates were obtained in which case a value closer to .9

44
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,might be expected. The reason for this low value maibe that ACT

tmfesite was the only test score included in the model. Th'US, there

may be-substantial systematic variability in-cto but it is simply un

correlated with the grade true Aare . If two
0

anilable for each studeht we night postulate
. °

ghown in Figure 3. 'Aceording to the model in

scores would be represented. by

ACT ,---, T + + e
11 o o

and ACT = To So e
2

where

ACT composite scores were

a model such as the .one
o

Figure 3 the observed ACT

e
1

and e
2
are uncorrelated with each other and

it
with,T

o
and.S

o
. Further, T

o
and S

o
are uncorrelated. With the aboveModel

I

the reliability ofthe ACT composite mightbe;closer to the expected value.
10-

Thi6 modification of the model, however, would not lEffr ia changes in the
0

other parameter estimates of the motel shown in Figure 2.

The reliabilities shown im. Figure 2 elle may be lower for this-sample
ikt

of students who have completed eight semesters of college than it would

be for a full range of high school students. The results are howeVer
. .

'Insistent, -h hypothesis that high school tank and ACT compOsi.te

144\,?r. measure the sam ue variable and that the simplex model fits high school

and college achievement.
0

45
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I.604
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o

.Figure 2. Structural model including highschool achieVi:ment
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Figure 3. Postulated Model for HSR and
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D. Additional Analvsos

Humphreys. and Taber (1973, Table 1) nrOvided correlations among bight

1 semesters of college grades among seniors at the University of Illinois

whotook the GraduateRecord Enamination. Using a simplex model assuming
.

ei

equal reliabilities a chi square of 43.5°with 20 degfees of freedom was

obtained. Although this is statistically significant at the P = .092 level

0

'the'fit as judged from discrepancies between t he obsdrved c9 relations and

those estimated from the model was Close to that shown in Table 2. In

-.. part the poorer fit might have resulted from. the fact that these are

missing data correlations with sample sizes ranging from.1549 to 3018.

The estimated reliability -of .683 is somewhat higher than that previously

estimated. It is interesting to note that the ratio of these reliabilities,

i.e., .683 to 584, is. approximately the ratio of the corresponlling grade-

point average variances, i.e., ;380 to .331. o Correlation's between true

scores from left to right in. Figure 1 are .889, .939, .897, .942,, sOd .900. °

These true correlations al-7roximate tho previously estimated.

III. Discussion

areskog(1970a) found that a simplex model provided a fair fit to

Humphreys' *(1960) ddta'hn eight semesters grades in electrical engineering

(N = 91)'. Combined with the present results it may be concluded that a

simplex model provides a good fit to UniverAty of Illinois data. Whether

this would be true for other institutions or for commingled grades from dif-.

ferent schools remains to be demonttrated. The results support Humphreys'

conclusion that the reliabilities across semesters were equal.

48
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P. Incorporating Nonindependent e
surement Errors

This section resulted from effOrts to dealwwith correlated

errors of measurement. While it is written as if the problem
4

we're correlated ratingS, the same,problem arises when the same

or similar tests are administered over time. The models in this

section can be incorporated into the simplex framework by
*,"

specifying the dimensions over,4me-to have a simplex structure

as shown in section C.

op

"5-0

4

1,

ti
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I t,

It is frequently the case that an expert is asked to rate the same

objects along two or more dimensions. In these circumstances. it is

difficult for a judge to not'let ratings on a dimension be influenced by

Wowledge of ratings on other dimensions. 'This kind of contamination means

'that the errors of measurement for one dimension may be correlated with

the:errors on other dimensions, i.e, the intrajudge measurement errors

are correlated. Under.these conditions, the covariance between ratings

of different dimensions by the same judge is not equal' to the covariance

between the underlying true scores as would normally be assumed in

classical test theory. The usual correction for attenuation formula for

obtaLping an estimate of the correlation between the underlying true scores

on the dimensiorts would be inapplicable since uncorrelated errors are

assumed in'-that formula. Presented herein is a procedure.for analyzing

data with correlated intrajudge and uncorrelated interjudga measurement

errors. In addition. !to testing the fit of the model to the,.data, this

procedure estimates correlations between the true scores on the dimensions,

the reliabilities for each judge on each dimension, and the correlations

Jbetween intrajudge errors.

I. Problem, Formulation

th th
Let S be the rat.ng of the i judge = 1 4;* N) on the jA,,.Si

dime*ion (j = 1 . . M).

4°,
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0

Suppdse that
0

X = b
ij

T
j
+ e

ij

where bij = regression weight of X on T
r.

-4

and

th
E true score for thei dimension

'

th
error of measurement for the i judge on the

th dimension.

The eij
'

are assumed ,to have a mean of zero and to be uncorrelated

with the '. For convenience,,the variance of T is set equal to unity.T
. . J

At thig' stage the model is similar to the traditional test theory model

'except that b
ij

is not assumed to be the same for all judges as would be

true in the case of parallel measuree, and no assumption has been made

about the correlation.of-the errors of measurement.

The allowancefor correlated intrajudge measurement errors oeans

that- for a given i, errors (e
ii

I) for different- values of j' are} correlated.'

It is assumed, however that the interjudge errors are uncarrelarL1 which

means that all eij for different values of i are uncorrelated.

0 A. factor andtytic model is appropriate for analyzing. these data,

however, because certain errors'are correlated it is computationally

Convenierittotleattlieeifaefactors'alongmiththe'T..The dispersion

matrix (E) of the X has ihe'form:

E = A A'

where 0 E variance-covariance matrix among the factors (T and )
'

,

and A E matrix of factor coefficients of the X on the specified

faCtors.

i241.

A

O

ij

(2)
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It is necessary to have at least three independent judgesin orderc:":,
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. .

0

fqrthecorrelationsamongtheT,anderror4covariances to be uniquely.,

estimated, i.e., for the model to be identified (Fisher, 1966). With -

only two judges the elements of A.and (7? cannot be uniquely estimated and'";,,.

a

no test of the model fit is possible without additional assumptions.

Let S be the Observed correlation matrix among X . Fit of this

model [i.e.., equation (2)] will be judged by the deviation of the best

fit estimate of E from S. For large samples it is also possible to

test this fit.

."
II. The Three Judge, Two Dimension Model

Because' of identification requirements?' .t is expected that the three
K.

judge, .two dimension model wilt be the basio,building bloct for structures

of this type.

The basic equations are:

Xl1 = +bell ,

X
12

7 b
12

T
2
+ e12'

X b + e.
21 21-1 21 '

:22 = b 2i 1
2
+ e

22 '
t/-

X31 = T + e
. 51 1 e31 '

32
b
32

T2 + e
3

O

53

at
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The vector of factorg [T1,

and the kand matriceq in equation (2) have the following.form:

-52-

, e
':

e ,,e" ]
' e1], 12T-21- 22- 31

A

b
11

Q 1

0 b
12

b21

0 b
2

b
31

0 0

0 b32

1

0 0-

1 .0, 0

0

0

Symmetric

0 (1)5 (1)6

4)7

(1)8 (1)9.

om

where the b
i1

and.the
r

elements are parameters to be estimated.

56

.

4

The, specifications for indicate that the-basic dimensions T
1

and T

are standardized by assigning a variance of unity to the corresponding.

diagonal elements, which means that the covariance of these factors [Oo]

54



is .a correlation. The six error variances [i.e., (Di, 4)3, (1)4, (4, (1)7 and (4]

4 '.

aid three intrajudge error covariances [i.e, (1)2, (1)5 and (4] are to be

0

estimated.

In order to explore the identifiability of parameters it is useful to

perform the matrix-multiplicaeiontndicated in equation (2) and examine

the entries in E for the above specifications.

The diagonal entries of E are variances and are given by:

V(X
ij

) ~ b.2 . + V(
3

e..) (3)

The V(e
ij

).are equal to particular diagonal elements in (I) ; for example,

V(e ) = 4) and V(e
21

) 4)3.

11 ,

The off-diaional eleMents of E that correspond to a single dimension

(j = constant and k) are:

and

lC(XijXici) = biibki

Given three judges it follows that

2
Z(X X ) C(X

lj X 3j)
b
lj C(X

2j
X
3j

)

2
C(X

li
X
21

) C(X
2j
X
3j

)

b
2j C(X

lj
X
3j

)

2
b
3j

C(X11X3i) C(X2jX3i)

C(X X )
11. 2j
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Since the bij can be expressed in terms of the elements in E it follows

that these factor coefficients (reliabilities) are identifiable. This

In turn means that the V(e
ij

) are identified from equation (3).

The off-diagonal elements corresponding to different judges.and

different dimensions (i I k, j4= 1, 2) are:' it)

C(XilKk2) = bilbk2C(T1T2) ,

where C(T1T2) = 400 .

Since all bil and bk2 are identified as shown in (4), it follows that

C(T1T2) is identified.

Finally, the off-diagonal elements corresponding to a single judge

(i = constant) and different dimensions are:

C(X
i2

) b b
i

C(T
1
T
2
) + C(e.

1
e )
1 i2

where the C(eilei2) are equal to 4)2, (1) 5 and (1)8 for i equal 1, 2 and 3,

respectively. Since bid' bit' and C(T1
T
2
) were shown above to be

iclentifiable, it follows from these equations that the C(eilei2) are

identified.

This model has 6 x 7 -:-
21 unique elements in E and 16 model

parameters (6 in A, 10 in 0 which means that there are 21 - 16 = 5

degrees of overidentification. Overidentification is necessary to test

the fit of the model to the data.

As specified above the error variance for a given rater and dimension

is obtained from one of, the diagoaal entries of the (I) matrix. This for-

mulation is convenient for investigating the question of identification

as was done above. For purposes of estimation and interpretation, however,

fl

9
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and X
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===

The ¢
*
's'are obtained from the ¢'s in the usual manner that a correlation

is obtained from covariance and variance terms, e.g.
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* (;)

2

'1)1

1)111'3

It is the latter 'specification of A and `¢ that is used in the empirical

example presented below

III. Empirical Example

Joreskog's (1970) general method for analysis of covariance structures

and its associated computer program (Joreskog, Gruvaeus, & van Thillo.,

1976) were used 'for estimation. An earlier program for restricted maximum

likelihood factor analysis (Joreskog & Gruvaeus, 1967) or a more recent

program for estimating a linear structural equation 'system (Joreskog &

van Thillo, 1972) could also 1Se used. Details of the program ire given
a

in the
j
manual.

U
To illustrate the computations, data provided by Dr. Donald Rock.

were used in which three judgestrated thirty-four military positions on

two dimensions [T
1
= Dealing with people and D2 = Responsibility/Autonomyl.

dr'
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k

Intrajudge errord of measurement were probably. correlated. The model

for these data is thiat given in section II, above. The observed cbr-
*

relation matrix'S is given in Table 1. The model as set up to yield

correlations botveen the,errors. Maximum likelihood estimates of model -0

parameters in A and 4 are given in Table 2.

X11

.

X
12

X
21

X2.2

X
31'

X
32

Table 1. The Observed Cofrelation Matrix

X11'
X1

2
X
21

X
22

X
31

X
32

1.0000

.5851

.2462

.4110
I

.3823

-.2.816

1.0000

.1218

.5360

,2946

.6114

1.0000

.2709

.2033

.1675 A.

1.0000

.0694

.5049

1.0000

.3314 1.0000

a

r
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a

. . 4
According to theAdelv/reliability is defined as the :square Of the

t

corresponding regressibn coefficient, e.g., the firdt dimension rater
.

. ,

reliablilit ies were (.766)
2

.

.587, .1i0 and .236, respe tively. The
.

.

correlation between underlying true dimensions isestimated as .605 and

the correlations between intrajndge errors of measurement are .513, .177,
O.

and .265, respectively. The correlation (.513) between errors for the

first judge approaches the true correlation (.605) betwee dimensions,,

indicating the necessity for methods which allow for such contingencies.

Table 2. Maximum Likelihood Parameter Estimates

.766

0

.331
,-!..

0

.486

0

t
1.000

L

.605

0

0

0

0

0

0

.e-

0

.792

0

.632

0

0

0

.607

0

0

0

,:940

0

0

0

0 0

0 0

0 0

.671

0

0

0

0

0

0

0

.742

0

0 0

.888 0 ft

.769 0 0 0 0 0 .645

1.000 Symmetric

0 1.000

0 ..513 1.000

0 . 0 0 1.000

0 :0 0 .177 .1.000

0 0 0 0 0 X.000

0 0 .., 0 0 0 .265 1.000

59
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4.crucial.part of the output is the estimated value of E and the
.

corresponding discrepancies from the observed matrix S. If these are so
0

as to'indicate that the data do not it the model, then the above

parameter estimates would have little meaning. The residia16-of S - E

are given in Tale 3.

Table 3.

X
12.

0

ResidualS1-E

X21 X
22

t.

31

X
11

.013
,

X
32'

X12
.021 .004 .

-.007 -.d37 400,8
.

X21

O

X22

X
31

X
32

.100 ,.005 .013 .001-

.010 ,062 .043 r-.128 -.024

-4.075 .003 .014 -.011 -.046 -.007

6' 0

4.

r
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Considering the relatively small sample size (only 34 persons rated
110,

by the three judges on the two dimensions) and the number of restrictions
,

on the model, we intekt these results as a reasonably good fit of.the

model to the datqi. The g odness of rift test yielded a chi squae of 4.54

with 5 degrees of freedom. The probability of getting a chi-squared

value larger than that actually obtained, given that the hypothesized

model IS true,' is P = .475. Since this chi-square test assumes a large

sample, the small sample indicates that these results b'e interpreted with

caution. In any event the chi-squared results do not indicate that the

mode should be rejected beCause of poor fit to the data.

V. Discussion

The model analyzed above was devised for the rating situation in

which correlated measurement errors are likely. It may, however, provide

an appropriate simulation in a variety of other situations, e:g.:

1. In t4e multitrait- multimethod procedure (Campbell & Fiske, 1959)

. the errors of measurement between two different trait measures using the

same method may be correlated because of method variance. Method variance

would be equivalent to correfated intrajudge errors when method factors

are uncorrelated with trait factors.

2. In the use of the same test at two different times, the errors

of measurement over time may be correlated because of practice and recall

effects. At least three different measures of the underlying construct

would be necessary for analysis. S ch a model would be appropriate for

the study of change over time by appropriate formulation of the factors

(Werts, JOreskog, & Linn, 1972).

VY

416
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The model does not explicitly state the etuses of the correlation

. between the intrajudge errors, however it is assumed that the causes for

each set; of errors are uncorrelated with the causes or the other, sets

and of the dimensions being measured. A good fit of the modelto the
4.

data implies that these assumptions are consistent with the results.

Insight may be gained into the meaning of a good fit with the data

mas,

by examining the equations of the three judge, two dimeksion model for

the variables X
X21,

X
31

and X
12.

In section II it was demonstrated

that the three measures' of T
1,

i.e., X11, X21, and X
31

identify the three

regression weights %of ratings on T1:

2
C(X

11
X 21) C( X 1

1
X
31

)

b11
r=

C(X21X31)

2
C(X

11
X
21) C(X21X31)

b
21

- , and
C(X

11
X
31

)

2
C(X11 X31

) C(X
21
X
31

)

.#1-
C(X11X21)

In factor analytic language, given three measures of a single factorwith

uncorrelated residuals, the three factor loadings may be uniquely-estimated.

However with only three measures of a factor, no test of the as§umption of

single factoredness is possible bdcause a perfect fit with the data is al-

ways achieved (although 'communalities greater than one may be requtred)..

Thus, the model has' no degrees of overidentification. It is of interest

therefore to examine the relationship among X21, X31 and X.12 which. yield:

cr.
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Ca

c3

and

b

sA

2
C(X12X21) C(X21X31)

21 r C(X12X31)

2 C(X12X31) C(X21X31)

-31 P(x12x21)

Comparison of the pairs of equations for b
21

2
and b

31
2 indiOates that

or the purposes bf identifying and estimating these loadings, X12 is

functionally equivalent to XII.' In other words, even though X12 is not

a measure'of T
1,

it nevertheless allows a test of the hypothesis of,

.

single-factoredness of T
1.

The basic reason for this is that e12

uncorrelated with T1, e21, and e
31

'even though it is, correlated with

e
11.

The finding Of a good fit to the data is therefore consistent,

with the assumption that the observed variables are in fact measures

of the specified dimension. A poor fit might be due to the falsity

of this assumption, h ver one or pore of the other model assumptions

may be erroneous.

Th= variety of models involving correlated errors is too great to

be detailed herein. For most of these the three judge, two dimension

model is likely to be the basic unit. Within the c9nstraints set by
0

the computer program, the available data should, however, be analyzed

by a single model. For example, three judge, three dimension data

could be computed using the three judge, two dimension model for each .

of the three different pairs of dimensions. The result would be that

for each reliability two estimates would be obtained which might differ

considerably. A simultaneously estimad thee judge, three dimension
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model would yield a single best fit estimate for all the data. Providing
. .

a good fit is obtained, a parameter derived from the three judge, three

dimension Model should have greatevgeneralizability because it implies

that the two estimates from the.correspondingthree judge, two dimension

models are consistent.

ft

o

< -3
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G. Con,Olusions

ra
Cs

The most important finding of this studyAs that a simplex

model which allows for measurement error, fits a variety of longi-

tqdinal academic data quite well. As detailed in section D,

this allows for attenuation corrections when only one measure is.

. _

available at each time. More importantly, the results suggest
A 0

that the commonly used split-half or parallel form procedures

for estimating reliability may typically yield overestimates of

0

reliability due to "method" variance i.e., nonindependent

measurement errors resulting from the use of closgly similar item

types. The simplex model appears less ubjectoto this problem

because both item formats and content change, over time. It has

been demonstrated that accurate corrections folr attenuation are

essential to a study of the determinants of academic growth.

These initial regults hue encouraged us to incorporate

the simplex model' into larger spActural models, with faVorable
4

results. Furthermore, the problem of combining simplexes for

different measures was found feasible,. These results will be

forthcoming in the literature as soon as the analyses are

completed.


